Head-tracked off-axis perspective projection improves gaze readability of 3D virtual avatars

1 INTRODUCTION

Many robots in recent years have begun using displays mounted on the robot to present a virtual avatar to nearby observers [Kalegina et al. 2018]. The vast majority of such systems typically use a stylized 2D face (or even just eyes), although there are a few robots (such as the FURo-D) currently employing 3D avatars. Virtual avatars can provide a cheap and effective means of providing emotional expression for a robot, or for displaying information about the robot’s internal state. Due to many visual illusions which arise from displaying an avatar on a 2D screen it is difficult for such an avatar to give unambiguous cues or gestures to physical locations around it. In particular, eye contact and gazing behavior has been shown to be very important in a wide variety of human interaction scenarios [Kleinke 1986]. Without the ability to unambiguously convey these signals the usefulness of a virtual avatar will always be limited. As a result, physically-actuated heads are generally preferred for human-robot interaction, but depending on the intended environment these can be difficult or impractical to construct.

For purely social interactions during which it can be assumed that the user is standing directly in front of the screen, it may be sufficient simply to have an expressive avatar. Many practical applications, however, require that we be able to communicate specific, detailed, information, like the physical location of an object we need or the correct time to perform an action. To intuitively communicate such information, it must be possible to infer specific spatial relationships between the avatar, the environment, and the observer. When the avatar gazes at something or gestures towards it, human observers need to be able to quickly and intuitively understand which object the avatar is referring to (ideally with accuracy as close as possible to when observing human gazing and gestural behaviors). This is a difficult hurdle to overcome for anything projected onto a flat display, but by aligning the perspective used for projection with the observer’s true physical viewpoint, as described by [Kooima 2008], it may be possible to arrive at a useful middle ground which does not require physically actuated facial features. This only requires tracking the viewer’s head, and with recent developments in real-time human pose and face tracking [Zollhöfer et al. 2018] it would be easy to apply to almost any system.

2 RELATED WORK

Studies have shown that physical embodiment is generally preferred over the use of a virtual avatar [Li 2015]. However many small-scale features, like eyebrow movement or pupil dilation, are difficult and...
expensive to construct, and many environments in which we want to take advantage of human-robot interaction may not be suitable for complex or delicate actuators (an industrial factory, for example, may be hazardous for actuated eyes and ears). On the other hand, developing a virtual avatar which is capable of communicating effectively through gestures or eye gazing cues is also difficult. Some robots have presented avatars using back-projected masks [Kuratate et al. 2011], which has been shown to produce more effective and less ambiguous results compared avatars rendered on a 2D screen [Al Moubayed et al. 2012], particularly when viewed at an oblique angle. It has also been shown that when viewed from the correct position even photographs of humans can convey gaze targets nearly as accurately as physical humans [Bock et al. 2008] (but the readability of a photo’s gaze target when viewed from an angle was not evaluated). By borrowing some ideas from the Virtual Reality field, it may be possible to render a 3D avatar on a screen with a perspective matching the viewer’s physical viewpoint, which could allow for a reasonable level of practical usefulness in the avatar’s gaze, gestures, etc.

3 3D AVATAR IMPLEMENTATION

While our robot (see Fig 1) is vaguely humanoid in shape and the motion planner produces minimum-jerk velocity profiles which resemble those of humans, it lacks a number of features (e.g. head, eyes, etc) which humans often rely on to communicate with each other when working together [Admoni and Scassellati 2017][Basili et al. 2012]. To help compensate for this, a 3D virtual avatar (shown in Fig. 1) was created to display on a screen attached to the robot. This provides an additional avenue for non-verbal communication, as long as the screen is in view and the content is clear.

In order to avoid uncanny valley issues, the avatar was designed not to have a humanoid appearance, but is rendered in a somewhat realistic manner as this has been shown to be important for the perception of a virtual avatar’s behavior [Garau et al. 2003]. Most importantly, the avatar’s eyes resemble human eyes in structure and move independently of the head. Head orientation alone has been shown to be insufficient for accurately conveying the target of a gaze [Kennedy et al. 2015], so when a new gaze target is selected the eyes focus first and the head follows. The eyes of the avatar were also exaggerated in size in order to make them easy to read.

Eye saccades were implemented in a simple (not biologically correct) manner. Eye movement follows a sinusoidal curve for its initial acceleration, then approximates a damped spring model for the latter part of the movement, which results in reasonably-natural-looking motion (no study participants complained). Minor secondary behavior, like blinking, was also implemented to increase user comfort (several users noted that even the deer avatar appeared “creepy” if it did not blink). The avatar blinks at random every 2-4 seconds, which is similar to human blinking behavior when engaged in active conversation [Bentivoglio et al. 1997].

In order to make the avatar’s gaze as readable as possible, the user’s head position is tracked using VICON markers attached to a hat and a generalized off-axis projection is used to render the avatar from the user’s physical viewpoint, as described by Kooima [Kooima 2008]. This was motivated by earlier results which have shown that even 3D faces projected onto a flat viewing surface often produce ambiguous and unreliable gazes from an outside observer’s perspective [Al Moubayed et al. 2012]. Projecting the view from the observer’s actual viewpoint could reduce the ambiguity of the avatar’s gaze when the user views the screen at an oblique angle, and easily allows the avatar to look directly at the user. Fig 2 shows an example of the off-axis projection vs. standard projection.

4 USER STUDY

A small user study (14 participants; 9 male, 5 female) was carried out to evaluate how well people could interpret the target of the avatar’s gaze with a standard perspective projection and with an off-axis projection centered at the user’s physical viewpoint. Our hypothesis was that the off-axis projection would improve readability of the avatar’s gaze enough to allow an avatar to provide useful spatial cues to users through gazing and gestures. All participants had normal or corrected-to-normal vision.

4.1 Experimental Setup

A within-subjects experiment was carried out to determine the benefit (if any) of applying a head-tracked perspective projection to

Figure 1: Virtual Avatar used to convey robot’s internal state. 3D model adapted from CC0 ‘Stagley’ mesh available at: https://www.blendswap.com/blends/view/4506

Figure 2: Avatar gazing at the camera (top) and a ball (bottom), without (left) and with (right) head-tracked perspective projection. View from ~45° angle.
the rendering of a 3D avatar vs. using a standard screen-centered projection. The goal was specifically to evaluate the readability of the avatar’s gaze target when the screen is viewed from an oblique angle, and to compare this to the readability of the gaze target when a standard perspective projection is used.

The experimental setup is shown in Fig 3. A table with 19 numbered cups was placed between the participant and the screen. The cups were arranged in a hexagonal pattern so adjacent cups could be placed at a fixed distance from each other (20cm). The avatar was programmed to focus its gaze on different cups at regular intervals, and the participant was instructed to call out which cup they believed the avatar was gazing at. The avatar gazed at each cup for 7 seconds. In between gaze targets, the avatar looked at the participant for 3 seconds. This allowed a total time of 10 seconds within which the participant could give their answer. After 15 trials, the participant was asked to move to a new location and the process was repeated. The positions participants stood at were all 2m from the center of the screen, and varied in viewing angle from 0 to 45 degrees in 15-degree intervals. A short calibration round in which the avatar gazed only at the outer corner cups was given to each participant before the experiment began so they had a reference for the most extreme orientations of the avatar’s head. Each participant repeated the experiment twice, first with a standard perspective projection, then with a head-tracked off-axis projection.

5 RESULTS

Tables 1 and 2 show simple accuracy scores for different viewing angles, averaged across all participants. Correct indicates the percentage of correct answers participants gave, while N/A Answers indicates the percentage of cases in which a participant was unable to give any answer (e.g. the avatar did not appear to be looking at the table at all, or the participant could not give an answer within 10 seconds). Even a small increase in the viewing angle leads to a large drop off in accuracy without applying the head-tracked projection, and, while accuracy still decreases with increasing angles when the head-tracked projection is applied participants were almost always certain that the avatar was at least looking at a cup on the table.

Fig 4 shows the average success rate for each cup from different viewing angles without applying the head-tracked projection. At all angles, cups closer to the screen exhibit higher success rates. This is quite intuitive since the closer a pair of targets are to the avatar, the greater the difference in the avatar’s head angle when looking at them. At angles beyond 0° a very clear bias appears, showing that only cups on the same side of the screen as the user can be reliably guessed. Fig 5 shows the same data when the head-tracked projection is applied. The general pattern of cups closer to the screen being easier to guess is reproduced, but at higher angles there is much less bias in which cups can be accurately identified. To further explore this, the average distance between the correct answer and the guessed answer was plotted in figures 6 and 7, which again shows not just an overall increase in accuracy but a clear reduction in the bias of participants’ answers.

Fig 8 shows the distribution of answers given (aggregated across all trials) when the avatar gazed at the center-most cup. Using a standard perspective projection, a very clear bias in the direction of the viewer’s horizontal offset from the screen can be seen. This bias increases with the viewing angle and was observed across all cups on the table. The when the head-tracked projection is used, this bias disappears. And while overall accuracy at larger viewing angles is reduced, the errors are still clustered around the correct answer, and in this case participants’ answers were almost never more than one cup away from the correct answer.

6 CONCLUSION

Applying an off-axis perspective projection aligned to an observer’s physical viewpoint when rendering a 3D avatar has a substantial

<table>
<thead>
<tr>
<th>View angle</th>
<th>Correct</th>
<th>Var</th>
<th>Std Dev.</th>
<th>N/A Answers</th>
</tr>
</thead>
<tbody>
<tr>
<td>0°</td>
<td>41.90%</td>
<td>243.99</td>
<td>15.62</td>
<td>0.48%</td>
</tr>
<tr>
<td>15°</td>
<td>32.86%</td>
<td>288.66</td>
<td>16.99</td>
<td>0.00%</td>
</tr>
<tr>
<td>30°</td>
<td>27.62%</td>
<td>176.87</td>
<td>13.30</td>
<td>0.48%</td>
</tr>
<tr>
<td>45°</td>
<td>18.57%</td>
<td>210.66</td>
<td>14.51</td>
<td>0.95%</td>
</tr>
</tbody>
</table>

Table 2: Head-Tracked Projection Results

Figure 3: Experimental setup for evaluating readability of avatar gaze targets. The participant stands 2m from the screen at varying angles. Adjacent cups on the table are 20cm from center to center. All cups are 7.5cm in diameter.

Figure 4: Average success rate for each cup from different viewing angles without head-tracked projection.

Figure 5: Experimental setup for evaluating readability of avatar gaze targets. The participant stands 2m from the screen at varying angles. Adjacent cups on the table are 20cm from center to center. All cups are 7.5cm in diameter.
effect on the readability of the avatar’s gaze when it is directed at physical objects outside of the screen. This will likely extend to any application in which a correct perspective is helpful or necessary, including gestures or pointing. Not only was a greater accuracy in predictions of the avatar’s gaze target observed, also a distinct reduction in spatial biases of people’s predictions. This implies that systems which employ gazing or gestural behaviors do not need to consider where an object is relative to the viewer to determine how ambiguous gazing or gesturing towards it will be. Rather, a simple relationship between the distance between the object and the avatar can be assumed, as the further an object is from the avatar the less the avatar’s head/eyes will move to gaze at it relative to other objects at the same distance.

For any one-on-one interaction scenario, aligning the perspective projection of the avatar to the viewer’s physical viewpoint could have a significant impact on usability and functionality. As many robots now include screens mounted on or near them, this could significantly reduce the cost and complexity of producing expressive features for robots and provides a solid argument in favor of developing more detailed 3D avatars rather than simple 2D avatars.
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