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Abstract

In this paper we show a way of learning how to sequence predefined basic movements in order to reproduce a previously

demonstrated skill. Connections between subsequently executed movements are learned and represented in a graph

structure. Learning the switching behavior between connected movements is treated as classification problem. Due to

the graph, the overall accuracy of the system can be improved by restricting the possible outcomes of the classification

to connected movements. We show how the graph representation can be learned from the observations and evaluate

Support Vector Machines as classifier. The approach is evaluated with an experiment in which a 7-DOF Barrett WAM

robot learns to unscrew a light bulb.

1 Introduction

Programming by demonstration (PBD) is an intuitive way

of programming a robot. Here, a teacher demonstrates a

skill to a robot and from observing these demonstrations

the robot learns how to perform the skill by itself. As a

consequence, there is no need to program a robot in the

old-fashioned way where the programmer has to be an

expert in the robotics domain. The demonstrations allow

for creating a connection between perception and action.

Due to this connection it is possible for a robot to learn

how to react to its environment. Applying this learning

method can therefore lead to more flexible robots and this

is why PBD has been a hot topic in robotic research over

the past years. Other names for PBD found in the liter-

ature are imitation learning or learning from demonstra-

tions [1].

One possibility for a teacher to demonstrate a skill is

to perform the task by himself. In that case, the robot

needs a measurement system for tracking the movements

of the teacher. Such systems are expensive and a map-

ping between the measured positions of the human body

and the robot’s joints has to be found, which is compli-

cated due to the correspondence problem [2]. We there-

fore perform the demonstrations kinesthetically. Here,

the teacher guides the robot through the movement by

taking its arm, similar to how parents teach their child a

task.

1.1 Problem Statement

Solving a complex task by executing basic movements

subsequently sounds very intuitive to us, as this divide

and conquer strategy is a typical problem solving ap-

proach of humans. Basic movements are often referred

to as movement primitives (MPs) in literature [3, 4]. As

we aim at sequencing MPs, we assume for simplicity they

are given and we do not have to learn them at this stage

(as they have been previously learned). The main ques-

tion tackled by this work therefore is: When to execute

which primitive? The goal is to find an answer to this

question from the data sampled by kinesthetic demonstra-

tions, without further knowledge about the actual task.
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Figure 1: A 7-DOF WAM arm with a 4-DOF hand has

to learn how to unscrew a light bulb from kinesthetic

demonstrations. We evaluate our approach with this ex-

ample in simulation as well as on the real robot.

An overview of the approach is shown in Figure 1. The

demonstration data is labeled manually, which means it

is clear at every point in time which MP was active during

the demonstrations. Based on this data, a graph is created

as representation of the skill. The nodes of the graph cor-

respond to MPs and the transition conditions are learned

by applying machine learning methods. The approach is

validated with an experiment where a Barrett WAM robot

has to unscrew a light bulb. This task requires fine force

interaction between the robot and its environment in or-

der to not break the bulb or slip with the fingers during

unscrewing. Also, the sequence of MPs is undetermined
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beforehand as the amount of unscrewing repetitions de-

pends on the position of the bulb in its socket. Hence, the

task has strong requirements on the generalization capa-

bilities of the algorithm as well as on the accuracy of the

whole system.

1.2 Related Work

Work on organizing and sequencing sets of MPs can be

roughly categorized into two categories, both having dif-

ferent views on the learned system. The traditional view

on such a system is interpreting the switching behavior as

discrete events in a continuous system [5, 6]. Here, only

one MP is active at the same time and the connections

between the MPs are often graph based. In [7], an event

is added for every observed switch of the demonstration,

whereby the transition connects the involved MPs and is

labeled with the switching probability. A sequence can

then be generated by sampling randomly from the graph.

Finite state machines are akin to graphs and can also be

used to model transitions between MPs [8].

The second possible view on the system is to see it as

completely continuous entity. Here, MPs can be concur-

rently active, meaning that each MP can decide for itself

whether it should be active or not. Additionally, MPs usu-

ally can be gradually active. The resulting behavior is

a superposition of all (partially) active MPs and the se-

quence is therefore mostly implicitly defined. For exam-

ple, the authors of [9] model the system as a recurrent

neural network (RNN) in which MPs can be concurrently

activated and are able to inhibit each other. This RNN

architecture leads to smooth movements of the robots.

The drawback is that their model is hard to learn and the

sequence has to be defined by hand. In [10], MPs are

encoded as Dynamic Movement Primitives (DMPs) and

linked with expected sensory data. Succeeding move-

ments are selected by comparing the current sensor val-

ues with the expected ones and choosing the best match.

The sequence representation is thus implicit and relies

only on the sensor data.

Although much effort has been put into learning single

movements of various complexity (e.g., [11, 12, 13]), re-

search on sequences of movements is usually restricted to

very simple skills. For such skills, the switching behavior

is mostly either hand-crafted or the order of movements

is always the same (e.g., [14, 15]). Closest to our work

is the work presented in [16]. Here, a task is represented

with a FSM that is learned from the demonstrations. The

switching behavior is also treated as classification prob-

lem, but the classification is not performed at every time

step. Due to that, their approach is not suitable for tasks

that require finer decisions at a smaller scale. Other au-

thors use graphs to represent sub-goals or constraints of

a task. In that case, a transition is triggered if a goal is

reached or all constraints are fulfilled [17, 18, 19]. While

such approaches can lead to simple models, their flexibil-

ity is usually limited.

2 Learning Sequential Skills

Next, we focus on our approach and explain it in de-

tail. In Section 2.1, the graph representation is introduced

and formalized. Section 2.2 shows how a graph can be

learned from the demonstration data. The final step then

is to learn the switching behavior between connected MPs

in the graph, which is the topic of Section 2.3.

We denote a MP as pi and the set of MPs as P =
{p1, p2, ..., pn}. In this work a MP is a dynamical sys-

tem (DS) with an attractor behavior. Each DS has a goal

in task space coordinates that should be reached if the

MP is executed. A goal can be a desired position of a

robot body, joint angle, force or a combination thereof

and can be defined relative between bodies using refer-

ence frames. The feature set is denoted as x ∈ R
n. The

features are not global but assigned as output vectors to

MPs, leading to one output vector xi per MP pi.

In our approach, the switching behavior is considered to

be discrete. Therefore only one MP is active at the same

time and it is clear from the labels of the demonstration

data which MP was active at each point in time. Figure 2

shows such exemplary demonstration data for a simple

toy example. The example will be used throughout this

section and consists of three different MPs, indicated by

different colors. The MPs are chosen arbitrarily and have

no further meaning, but show the essential characteristics

of our approach. The labels are depicted by the back-

ground color. Black vertical lines indicate a switch be-

tween MPs and are referred to as transition points (TPs)

in the following. The feature dimension is three, whereas

every MP has one associated feature.
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Figure 2: Sampled (labeled) data of one demonstration.

The background color indicates the activated MP, while

the plot colors show which feature belongs to which MP.

In this simplified example each MP has only one associ-

ated feature.

For every point in time, the feature vector determines the

current state of the robot. The learning algorithm has to

find a mapping between the state of the robot and the MP

to be executed in order to sequence the MPs properly. The

straightforward way of applying machine learning meth-

ods to this problem would be to train a single classifier

with the labeled demonstration data. The skill could then

be reproduced by choosing the classification outcome of

the current feature values as next executed MP. However,

complex skills involve many different MPs and due to fea-

ture ambiguities the classification may yield unsatisfying

results. We therefore introduce a graph structure in which

each node corresponds to a MP. The graph is learned from



the demonstrations and the classification outcome is re-

stricted to the current node in the graph and its successors

as presented in the following.

2.1 Representing Skills with a Sequence

Graph

A sequence graph is a directed graph in which each

node ni is linked to a MP. This mapping is not injective

which means a MP can be linked to more than one node.

During reproduction, a MP gets executed if a linked node

is considered active. Transitions in the graph lead to suc-

ceeding MPs that can be executed if the current MP has

finished. A transition tk,l is connecting the node nk with

nl. Each transition is linked with the corresponding TP at

which it was observed during the demonstration. As the

same transition can be observed multiple times, multiple

TPs are possible.

Having m nodes in the graph, we use a m×m transition

matrix T to describe one sequence graph. As it is always

possible to continue with the execution of the current MP,

the transition tk,k exists for all k.

Before creating a sequence graph, the sequential order

Si for each demonstration is extracted from the sampled

data, resulting in one directed acyclic graph with nodes

ni for each trial. The main step now is to combine these

graphs into one representation of the skill, which can be

a hard problem as the algorithm has to work solely on the

observations. For example, a skill can be shown several

times with different sequential orders of the MPs. From

the algorithmic point of view it is not always clear if

the ordering is arbitrary for the skill or if the differences

can be linked to some traceable sensor events. Hence, a

heuristic is needed which interprets the ordering in cases

where multiple options are possible. We show one pos-

sible heuristic by investigating a graph structure we call

global sequence graph (GSG).

The GSG for the toy example is shown in Figure 3. One

essential characteristic of a GSG is that a node is not only

linked to a MP but can also be considered to be a state

of the actual sequence. A MP can therefore appear multi-

ple times in one representation as depicted in the figure.

Here, two nodes are linked to the red MP because the se-

quence was considered to be in two different states when

they were executed.
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Figure 3: Based on the sequential order of the demon-

strations, the skill is represented with a sequence graph.

The transitions are linked with the corresponding data

points of the transitions.

The repeated appearances of the green-blue transi-

tions (see Figure 2) instead are represented by one node

per MP and two transitions, creating a cycle in the graph.

The reason is that consecutive executions of the same se-

quence of MPs are considered to be a repetition of the

same movement. Such a movement can be demonstrated

an arbitrary number of times, but corresponds to one state

of the sequence. As soon as a repetition is interrupted by

switching to a different MP, the system is considered to

be in a new state. Therefore, a transition to a new node

linked to the red MP is added instead of a transition lead-

ing back to the existing one.

Repetitions are also advantageous when describing the

task of unscrewing a light bulb, where the unscrewing

movement has to be repeated several times depending on

how firm the bulb is in the holder. As the number of rep-

etitions are fixed for each single demonstration, the al-

gorithm has to conclude that different numbers of repe-

titions of the same behavior appeared in the demonstra-

tions and incorporate this information into the final rep-

resentation of the task.

2.2 Learning the Skill Representation

For creating a GSG three major steps have to be per-

formed:

1. Create one acyclic graph T i for each demonstra-

tion.

2. Replace repetitions of MPs with cyclic transitions.

3. Create one global representation T of the skill

based on the updated graphs T i.

The first point is trivial as the acyclic graph represents

the MP orders directly given by the observations. Thus,

the sequential orders can be taken directly from the main

diagonal of T . The second point is called folding and

its pseudo code is shown in Algorithm 1. The al-

gorithm starts with the sequential order S with n ele-

ments and searches for a repetition of l = ⌊n/2⌋ MPs,

meaning longer repetitions are preferred over shorter

ones. The method findRepetition starts from the left

and compares the MPs of the nodes {n0, n1, . . . , nl} with

{nl+1, . . . , n2l+1}.

If both node chains match, the node pairs

{n0, nl+1} . . . {nl, n2l+1} get merged. If the chains do

not match, the starting position is shifted to the right and

the method starts from the beginning with n1 as starting

point. The shifting is done until the end of the list is

reached. Next, l is decremented by one and all previous

steps are repeated. The algorithm terminates if the cycle

size is 1, which means no more cycles can be found.

When merging two nodes nA and nB , the input and out-

put transitions of node nB become input and output tran-

sitions of nA. If an equal transition already exists for nA,

only the associated TPs are added to the existing transi-

tion. Note that the cyclic transition is introduced when

merging the nodes n0 and nl+1, as this leads to the in-

put transition tl,l+1 being bend to tl,0. After each itera-

tion of the algorithm, the nodes of the latter chain are not



connected to the rest of the graph anymore and can be

removed from the representation.

Algorithm 1 Graph folding

Require: T

S = getSequenceOrders(T );
repetition = findRepetition(S);
while repetition.found do

M = ∅;
m = repetition.end − repetition.start + 1;
for i = repetition.start to repetition.end do

mergeNodes(S(i+m),S(i));
M = M ∪ S(i);

tail = findTail(S, repetition.end + 1);
repetition = findRepetition(S);
if !repetition.found and tail .found then

for i = tail .start to tail .end do

mergeNodes(S(i+m),S(i));
M = M ∪ S(i);

removeNodes(M);
S = S \M ;

To allow escaping a cycle not only at the end of a repeti-

tion, the algorithm also searches for an incomplete cycle

after a found repetition. This tail is considered to be part

of the cycle and is also merged into the cyclic structure.

The toy example also contains an incomplete cycle, as the

green-blue repetitions end incompletely with the green

MP (see Figure 2). Without considering incomplete rep-

etitions, the GSG would contain two nodes for the green

MP, both having incoming transitions from the first blue

MP. In that case, the decision whether to escape the cycle

had to be made when the blue MP is executed. During

reproduction of the skill, the sensor events necessary for

leaving or staying in the cycle might not be available at

the time. As a consequence, the system may get stuck in

the loop or is not entering the loop at all.

The final step of creating a GSG is to combine the graphs

of each demonstration to one overall representation of the

demonstrated skill. This step is called merging, as sev-

eral separate graphs are merged into one graph. Algo-

rithm 2 merges two graphs and thus gets called n − 1
times for n demonstrations. The algorithm works as fol-

lows. The goal is to step through both graphs simultane-

ously from left to right, merging equal nodes and intro-

ducing a branch as soon as two nodes differ. Two nodes

are considered as equal if the columns of the correspond-

ing matrices are equal, which means both nodes use the

same underlying MP and have the same input transitions.

Two graphs are compared with each other by extracting

their sequence orders first. A sequence order is a path

through a graph where only left-to-right transitions are

considered. The toy example has two possible orders:

red, green, blue and red, green, red, blue. The algorithm

then algorithm looks for the best match between the se-

quence orders of both representations. At the point where

the best matching orders differ, a branch is introduced.

Algorithm 2 Graph merging

Require: TA, TB

SA = getSequenceOrders(TA);
SB = getSequenceOrders(TB);
for all sB ∈ SB do

cmax = 0;
for all sA ∈ SA do

c =
∑

compare(sB, sA);
if c > cmax then

cmax = c;
sA,max = sA;

nodes = 1;
for all i ∈ SA,max do

if nodes ≤ c then

mergeNodes(sA,max(i), sB(i));
else

addNode(TA, sB(i));
nodes = nodes + 1;

2.3 Learning the Switching Behavior

After creating the graph representation, the next step is

to train the classifiers. Each node has its own classifier

which is used if the node is active during reproduction. It

decides either to continue with the execution of the cur-

rent MP or to switch to a possible successor node. As

a node can have more than one outgoing transition, this

is a multiclass classification problem with the classes be-

ing neighbor nodes in the graph. Due to the graph repre-

sentation we do not have to learn a overall classification

f(x) = p with p ∈ P and x being the combined output

vector of all MPs x = (x1,x2, ...,xn)
T , but can restrict

the classes ci of each classifier to a subset Pi ⊆ P and

the data vector to the output vectors of the elements in

Pi. Restricting the number of classes increases the accu-

racy of the system as unseen transitions between MPs are

prevented. A reduction of the output vector can be seen

as intuitive dimensionality reduction, as unimportant fea-

tures used by uninvolved MPs are not considered for the

decision. Note that our approach is not requiring an as-

signment of features to MPs in general. However, our

opinion is that such local feature sets allow for a more

flexible control of the features used for a decision, due to

the dimensionality reduction.

Before introducing the classifiers themselves, we show

which data is used for the training (see Figure 4). After

the demonstrations, each transition in the acyclic graph is

linked to one TP in the sampled data. During the merg-

ing and folding process of the GSG transitions are merged

together, resulting in potentially multiple TPs for a tran-

sition. For each TP, the data points between the previous

and next TP in the overall data are taken from the training

and labeled with the MP that was active during that time.

As all transitions have the same predecessor for one clas-

sifier, the first part of the data will always have the same

labels, while the second part may differ depending on the

successor node of the transition.
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Figure 4: One classifier is created for each node in the

graph. Only the features of the previous MP and its pos-

sible successors are used for training. In this exemplary

transition from the upper sequence graph, the red MP is

not involved and hence its feature is not used.

For the classification, Support Vector Machines (SVMs)

are used. As this classifier is state of the art we focus

on the specifics that are important for our approach. For

a deeper insight the interested reader is referred to [20].

SVMs are trying to separate the feature space into hy-

perplanes and belong to the maximum margin classifiers.

Each hyperplane represents one class and data points are

assigned to classes depending on their position in the fea-

ture space. We decided to use the freely available libsvm

library [21] as implementation for the SVM and we use

radial basis functions as kernels:

k(xn,xm) = exp(−γ‖xn − xm‖2), γ > 0 (1)

For the multiclass classification, the standard SVM for-

mulation is used together with the one-versus-one con-

cept. Here, for c classes c(c − 1)/2 binary classifiers

are generated. The classification is done for each clas-

sifier and the feature vector is assigned to the class that

was chosen most frequently. The classification result for

the exemplary transition of the toy example is depicted in

Figure 5. The SVM is able to separate the feature space

into two different areas as indicated by the different back-

ground colors.
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Figure 5: Classification result for the SVM. Every sam-

ple from the training data is plotted with colored dots in

the feature space. The colors again show the label of each

data point. The classifier finds a border separating both

classes (background). As soon as the current feature vec-

tor enters the green region during reproduction, the pre-

ceding blue MP is stopped and the succeeding green MP

gets executed. The system then switches to the classifier

linked to the successor node in the graph.

3 Results

In this section we will present the results of our work. We

evaluated our approach both in simulation and with a real

7-DOF Barrett WAM robot with an attached 4-DOF Hand.

As a scenario we chose to unscrew a light bulb. In Sec-

tion 3.1 we outline details of the experiments. The results

are then presented and discussed in Section 3.2.

3.1 Experimental Setup

For the representation of the skill we chose 7 different

MPs. The detailed task flow is illustrated in Figure 6. We

chose to unscrew the light bulb by caging it. Here, the

robot encloses the bulb with its hand and grasps it below

the point with the largest diameter. When unscrewing the

bulb (rotating the closed hand counterclockwise), a force

in upward direction is applied to the robot’s hand to en-

sure contact with the bulb.

Figure 6: Illustration of a successful unscrewing se-

quence. The robot starts in an initial position ( ) and

first moves towards the bulb ( ). Then it repeats the un-

screwing movement ( ,  ,  ,  ) until the bulb loosens

( ) and subsequently, the bulb is put into a bin ( ) and

the robot returns to its initial position ( ).

One feature g is assigned to each MP. The feature is called

goal distance and can be directly derived from the MP’s

goal in task space xgoal:

∆ = xgoal − x (2)

g = 1− exp(−0.5(∆T
Σ

−1
∆)). (3)

Here, x ∈ R
n is the current state of the robot in task

space coordinates and Σ is a manually defined n× n di-

agonal matrix. Equation (3) is dependent on the distance

between the position of the robot and the MP’s target posi-

tion. The goal distance has several advantages over using

the Euclidean distance as a feature. First, the values are

in the range [0, 1] and no further data scaling is necessary.

In addition, the feature variation around the robot’s goal

can be shaped with the parameters of Σ. For low param-

eter values, the goal distance starts to decrease only if the

robot is already close to its goal.

In addition to the goal distances, the velocity of the hand

is used as feature to check if the light bulb is loose. To

avoid the velocity dominating the other features, it is



scaled by subtracting the mean, dividing by the standard

deviation and then shifted by 0.5 and clipped to [0, 1].
The scaling is done automatically for the complete data

used for training the classifiers. Given the goal distances

and the velocity of the hand, the overall feature dimen-

sion is 8 for 7 MPs.

As a kinesthetic teaching is not possible in simulation,

demonstrations were performed by executing the MPs in

a predefined order using a state machine. For modeling

variations in the switching behavior, the transition points

were chosen randomly from a certain range. For example

when going down to the bulb, the succeeding MP could be

activated if the goal distance of the MP was in the range

[0, 0.1]. The exact transition point was chosen randomly

from this range every time the MP started its execution

and hence possible transition points were for example

0.02 and 0.09 for two different demonstrations. The in-

tention of this demonstration was to create a switching

behavior which is similar to that of a human teacher.

For the kinesthetic teaching, we activated the gravity

compensation mode of the robot and executed the task by

guiding its arm. Switches between MPs were indicated by

pressing a key every time we considered a movement as

complete. We also chose to activate the opening and clos-

ing of the hand by pressing a key rather than using com-

pliant fingers in order not to influence the force torque

sensor at the wrist. The labeling was then done based on

the generated switching points.

3.2 Results and Discussion

We evaluated our approach with data from up to 3 demon-

strations. For all demonstrations, our approach was able

to find the correct GSG of the skill which is shown in Fig-

ure 7.

Initial

Figure 7: Graph representations of the light bulb task.

Figure 8 shows the classification recall of the simulation

and the experiments with the real Barrett WAM robot. As

reference a single SVM was used, trained with the com-

plete data of the demonstrations (no sequence graph was

used). The classifier was solely active during the entire

reproduction and could choose every MP at every point in

time. Therefore all MPs were involved in the decision and

no dimensionality reduction could be used.
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Figure 8: Classification recall in % based on 1–3 demon-

strations for simulation (-Sim) and the experiments with

the real Barrett WAM robot (-Rob). The reference clas-

sifier (Ref-) is a SVM which was created without using a

sequence graph.

The results for the reproduction of the movements are

depicted in Figure 9. The figure outlines the percent-

age of successfully reproduced transitions between MPs

compared to the overall transitions that were necessary to

perform the task. If an incorrect movement was chosen or

the robot got stuck the transition was marked as faulty. In

that case the transition was blocked and triggered manu-

ally in the next trial, so that also all succeeding transitions

could be tested. First tests showed that the reference clas-

sifier did not provide useful results for the experiments on

the real robot. In order to not harm the robot we therefore

skipped it for the evaluation.
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Figure 9: Reproduction results in % of different demon-

strations. Shown are the successfully performed MP

switches compared to the overall switches. The refer-

ence classifier did not produce any useful results and is

therefore not shown here.

The presented results show, that our system is able to re-

produce the demonstrated manipulation skill. Only two

trials were necessary to perform the skill properly both in

simulation and with the real robot. The fixed amount of

seen unscrewing repetitions were generalized to an arbi-

trary number and the system was able to recognize when

the bulb was loose. It is notable here that of course not

every demonstration works for 100% as indicated by the

results. Instead, the success also relies on the teacher.

For example, attention has to be paid on the velocity of

the robot’s hand. If the arm of the robot is moved too

fast when the light bulb gets loose, the actual velocity

reached during reproduction is not matching the expecta-

tions. The reason is that the expected velocity is learned

from the demonstrations, while the reached velocity is



a consequence of the applied force in upward direction

during reproduction. This constant force is part of the MP

and predefined in our system. The potential misbehav-

ior therefore is not a classification error but caused by the

general drawback that occurs with predefined MPs.

4 Conclusion and Future Work

In this paper, we showed how a sequential manipulation

skill can be learned from kinesthetic demonstrations.

A skill is represented in a graph structure and the switch-

ing behavior between basic movements is treated as clas-

sification problem. For the classification, SVMs were

used. We showed how the observed sequence order of

the demonstrations can be incorporated into the graph

structure, leading to an intuitive class and dimensional-

ity reduction of the classifiers. Our approach was vali-

dated with an experiment in which the robot unscrews a

light bulb, both in simulation and with a real Barrett WAM

robot.

In future work some simplifications made in this paper

will be relaxed. We aim at learning more complex skills

that require co-articulation and parallel execution of MPs.

Therefore we have to synchronize concurrently active

MPs which for example control two different end effec-

tors. Additionally, we plan to use a segmentation algo-

rithm instead of labeling the data manually.
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